Large Projects into Sub-tranche Grouping — Key considerations

Smaller and manageable Sub-tranches provide the Better manageability and
chunk of related flexibility to roll out easier to rollback if the
applications form a sub- applications to AWS in production cutover runs
tranche. smaller groups. Into issues.

Technology based sub-
tranching allows for
optimal utilization of

skilled resources

Minimize changes to
applications that are yet to
move to AWS




Tranche Groups

<« Tranche 1 - Tranche 2 @9 Tranche 3 Tranche 4
Infrastructure Core Front- Core Back- Remaining
applications office office applications

: applications applications (e.g. in active
Integration
Foundational ?e\ée'opme”t’
Elements 0 be retired)

Key Considerations
Foundational infrastructure and integration elements will be setup before any applications are moved to AWS.

Logical grouping of applications based on dependencies and criticality
Healthy mix of simple and complex applications. Simple applications to keep the business interest and Complex

applications to prove that any show stoppers are addressed early in the life cycle




High Level Plan - Overall

Stage 1: Construction 79days |Thu26-10-17 Tue 13-02-18
0.1 PIDD - Baseline 5 days Thu 26-10-17 'Wed 01-11-17

Stage 0: Inc 0.2 Project Plan - Baseline 10days |Thu02-11-17 Wed 15-11-17

0.1 PIDD - 0.3 End to End Design Complete 20days |Thu 16-11-17 Wed 13-12-17

0.2 Projec g': I[::'ft;s:’::t'“: Stage 2: Transition s8days  Wed 14-02-18 | Fri 04-05-18

0.3 End to o:ﬁ Test Stmtegsi_; 0.1 PIDD - Stage Update 3days  Wed 14-02-18 Fri 16-02-18

0.4 DataP 0.7 Migration Appi 0.2 Project Pl Stage 3: Production 30days Mon07-05-18 Fri 15-06-18

0.5 InfoSe 1.1 Build & Test 1.2 Transition 0.1 PIDD - Stage Update 3 days Mon 07-05-18 Wed 09-05-18

0.6 Test 5t 1.2 Transition Reat 2.1 Cutover P 0.2 Project Plan - Stage Update 2 days Mon 07-05-18 Tue 08-05-18

0.7 Migrat 1.3 Implement Ch: 2.2 Gof/No-Gi 3.1Pr Stage 4: Decommissioning 10days Mon 18-06-18 | Fri 29-06-18

SGO0 Quali sG1 q“a“t"_ﬁate 9 2.3 Service Tr 5G30 D19 Closure Report / Lessons Learned Sdays  Mon 18-06-18 Fri 22-06-18
Buffer for Divean ﬁﬂf{ﬁf{ o fﬁﬁﬂsfﬂu_-s.- 5G2 Quality € 3.2 5e 5G4 Quality Gate Sign-Off 5 days Mon 25-06-18 | Fri 29-06-18

Inception Construction Transition Production

Taking Sub-Tranche 3.1 (BO) as an example to
explain the alignment to Core Design Principles
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Intra tranche and sub-tranche dependencies
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Acceleration Team to de-risk Migration challenges
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The role of Acceleration team is to ensure any technical
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Overall Programme View — Project Execution

Migration (Iterations at each Sub-Tranche Level)
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Overall Programme View — Post Application Treatment

Operational

Readiness Cutover Plan

Rollback Plan Decommission

Handover to
Support




Test Automation Accelerators

[ NexGen Test Automation Framework ] [ Accelerate Migration

[ Single Script — Multi Browser / Platform ] [ Accelerate Migration / Lower Costs

[ One Click Automation ] — [ Accelerate Migration / Lower Costs
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Swim lanes for CI/CD
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DevSecOps Framework
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DevSecOps Stack
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Key Takeaways

4 )

 DevSecOps foundational
framework for all
applications

 Formulated based on Pilot
experience and DD
findings

 Maven for Java builds and
MSBuild for .NET builds

* Nexus is the artifact
repository

e Jenkins is the ClI
orchestrator

e AWS Code Commit is the
Source control system.

« Amazon Code Deploy to
automate deployments

- /
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ITSM — End to End Orchestration

12

Manual

servicenovw

User Logs in to
ServiceNow

!

Orders an application
Instance from Service
Catalog

!

Request is created and
scheduled for approval

}

Approver approves the request

DevSecOps Automated pipeline

# AWS CodeCommit repository is
accessed
# Latest scripts are Downloaded

# AWS_QIoud Formation is accessed
to provision EC2 Instance

CloudFormation Amazon EC2

# Chef scripts are executed for the
installation of Java, tomcat.

# Nexus repo is accessed for
retrieving the application binaries
# Application is deployed

€ spring

Welcome:

Manual

€ spring ...

IEVETERMARIENS AL ERROR




Tools — Testing & Integration

S.No Tool
1 Test Management HP ALM
2 Defect Management HP ALM
3 Test Automation HP UFT
4 Performance / Load Testing Storm Runner
5 Security Testing HP Fortify / IBM Appscan
6 Automation Framework NexGen Automation Framework
7 Performance Test Accelerator SmartGen
S.No Tool
1. Integration testing (manual) SoapUl/Postman
Integration Unit Testing MUnit
3. Log Monitoring Elastic Search & Kibana*

e *-These tools will be available from April 2017 onwards.

. o ¥ _HCL will cost for IBM Appscan separately.



Tools — Migration & Infrastructure

S.No Tool
1 Continuous Integration Jenkins
2 Source Control Management AWS Code Commit
3 Modernization Accelerator ATMA
4 Application Lifecycle Management =~ ALMSmart

Infrastructure

S.No Tool
1 Provisioning Service Now
2 Server Monitoring and Patching AWS Managed Service
3 Configuration Management AWS OpsWorks
4 Application Monitoring Dynatrace, New Relic (TBD)
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Tools — Scanning

DYNAMIC VS STATIC SCANNING

m SAST mDAST

30

A |

» Static application security testing * Dynamic application security
(SAST) testing (DAST)
—Tests the internal structures or —Test_s th_e functionality of an
workings of an application application
—Referred to as white box testing —Referred to as black box testing
B 181 Security AppScan Source for Analysis @ IBM Secunty AppScan Source for Analysis
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AppScan SAST vs DAST List
Components

* Only Apps where major development effort is required are scoped for Static Scans ( 7 out of 30)
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AppSCAN SAST DAST

		Description		Unit of measurement		Quantity 		Remarks



		IBM Security AppScan Source for Analysis Floating User Single Install License + SW Subscription & Support 12 Months

Puneet Mehrotra, HCL Europe: Puneet Mehrotra, HCL Europe:
Number of people working on code.		Floating User Single Install		7		Floating user licenses are concurrent licenses for 10 users to conduct source code analysis by the developer .

		IBM Security AppScan Enterprise Server Install License + SW Subscription & Support 12 Months		Install		1		This is centralized server to manage all concurrent connection and management of the above for Static Code analysis 

		IBM SECURITY APPSCAN SOURCE FOR AUTOMATION PER FLOATING USER SINGLE INSTALL LICENSE + SW SUBSCRIPTION & SUPPORT 12 MONTHS		Floating User Single Install		1		Part of the Automation usecase, Source code analysis can be conducted for source code analysis through build server, This license entitled to for a sinle [ in concurrent] build server / User as part of automation 



		IBM Security AppScan Enterprise Dynamic Analysis Scanner Install License + SW Subscription & Support 12 Months		Install		1		This is the centra;lized server component which runs the scanner to conduct the dynamic analysis 

		IBM Security AppScan Enterprise Dynamic Analysis Users Floating User Single Install License + SW Subscription & Support 12 Months		Floating User Single Install		6		This is the client usage license for Dynamic analysis which interacts with Dynamic analysis Server , again install has no limitation but at any given point in time only 6 users can conduct the dynamic analysis 



		IBM Security AppScan Source for Development Floating User Single Install License + SW Subscription & Support 12 Months		Floating User Single Install		20		This is Source code client for IDE integration [ Eclipe, Visual Studio] which is in 20 for 20 Users






AppSecurityTestingDetails

		APM ID		Application /Service Name		SAST		DAST		Treatment		Category		Comments

		95		Auction Management System		No		Yes		ERROR:#REF!		ERROR:#REF!

		150		BORIS		No		Yes		ERROR:#REF!		ERROR:#REF!

		158		B-Smart		No		Yes		ERROR:#REF!		ERROR:#REF!

		193		Contractor Invoice Payment System		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Oracle Forms are being upgraded and migrated to new Weblogic Runtime

		206		Citrix Application Centre		No		Yes		ERROR:#REF!		ERROR:#REF!

		214		ClickSchedule and PTV		No		Yes		ERROR:#REF!		ERROR:#REF!

		221		COGNOS		No		Yes		ERROR:#REF!		ERROR:#REF!

		255		Core GIS		No		Yes		ERROR:#REF!		ERROR:#REF!

		277		DC2009 and the Data Logger Collection System (DLCS)		No		Yes		ERROR:#REF!		ERROR:#REF!

		424		FUSE		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Oracle Forms are being upgraded and migrated to new Weblogic Runtime

		473		Gas Quotation Manager		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Oracle Forms are being upgraded and migrated to new Weblogic Runtime

		474		Graphical FALCON		No		Yes		ERROR:#REF!		ERROR:#REF!

		481		GSMR - Meters and Aged Meters		No		Yes		ERROR:#REF!		ERROR:#REF!

		505		High Pressure Metering Information		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Oracle Forms are being upgraded and migrated to new Weblogic Runtime

		528		Insight		No		Yes		ERROR:#REF!		ERROR:#REF!

		545		Invoice Viewer		No		Yes		ERROR:#REF!		ERROR:#REF!

		635		Maximo		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Custom classes built on top of existing modules

		698		MRPS		No		Yes		ERROR:#REF!		ERROR:#REF!

		758		Pipeline Compliance Software		No		Yes		ERROR:#REF!		ERROR:#REF!

		859		Remoteware		No		Yes		ERROR:#REF!		ERROR:#REF!

		1039		Syclo Agentry		No		Yes		ERROR:#REF!		ERROR:#REF!

		1043		SynerGEE		No		Yes		ERROR:#REF!		ERROR:#REF!

		1092		Uptime PSR		No		Yes		ERROR:#REF!		ERROR:#REF!

		1094		UtilityMaps		No		Yes		ERROR:#REF!		ERROR:#REF!

		1104		Web GIS		No		Yes		ERROR:#REF!		ERROR:#REF!

		1106		webMethods		Yes		Yes		ERROR:#REF!		ERROR:#REF!		MuleSoft code development

		1236		Printing - Print clusters 		No		Yes		ERROR:#REF!		ERROR:#REF!

		1267		File Servers		No		Yes		ERROR:#REF!		ERROR:#REF!

		1269		Okta		No		Yes		ERROR:#REF!		ERROR:#REF!

		0907a		SCO (Safe Control of Operations)		Yes		Yes		ERROR:#REF!		ERROR:#REF!		Oracle Forms are being upgraded and migrated to new Weblogic Runtime






	Large Projects into Sub-tranche Grouping – Key considerations
	Tranche Groups
	High Level Plan - Overall
	Intra tranche and sub-tranche dependencies
	Acceleration Team to de-risk Migration challenges
	Overall Programme View – Project Execution
	Overall Programme View – Post Application Treatment
	Test Automation Accelerators
	Slide Number 9
	DevSecOps Framework
	DevSecOps Stack 
	ITSM – End to End Orchestration
	Tools – Testing & Integration
	Tools – Migration & Infrastructure
	Tools – Scanning

